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Abstract- All communication channe are heart to AdditiveWhite Gaussian Noise (AWGN) around |
environment. Error Correctioiechnique enhanc the capacity by adding redundant(unneeded) infoomdbr the
data transmission. During theansmissio of message, the data can corrupted dygdnty of disturbances in the
communication channel. So # hecessary for the decodool to also have &nction of correcting therror which
may occur. So basically theain aim of any communicaticscheme is t@rovide erro-free data communication.
Error controlcoding is a method to det and possibly correct errors by introducieglundancy tche bunch of bits
which is to be sent tthe channel. This coding has utility that it allows us tdoost therate at which information
may be transmitted over a chahmvhile maintaining a fixed error rat€onvolutional encoding is a forward er
correction technique whicls used for correction of errors at the rece side Convolutional codes prote
information by addingredundant bits to the binary data. Viti decoding is thetechnique for decoding tt
Convolutional codes. The Viterklgorithm estimates the maximum likelihood pathotlgh ¢ trellis based on
received symboli this paper we are concluding about soft decisiterbi decoding for code rate %2 & 1/3 and
m= 2 to 6 as well as we are finding the unbounerkitdecoding ,both for-bit input.

Index term : Convolution encoder, Viterbi decodegllis structure, code ratconstraint lengtl
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to infinity [1]. Error detection and correction can
achieved by adding redundant symboils to the orii¢
data called as error correction and correction &
(ECCs).Without ECCs data need to retransmittetd

(I:E%J(I:d dateclt ther;:—lr :js anferror in the rei_ceNeFdEg 2> FORWARD ERROR CORRECTION
are also called as for error correction ( There are several ways of classifying the forw

we —can. qorrect bits  without  retransmissi error correction codes as per different charadies
Retransmission adds delay, cost and wastes s 1]

throughput. ECCs are really helpful for long dista
one way ommunications such as deep sp
communication or satellite communication. They :
have application in wireless communication
storage devices[2]The basic digital communicon
system is shown in figure.|[3]

1. Linear vs. Nonlineartinear codes are those in
which the sum of any two valid code words is als
valid code word. In case of nonlinear code the al
statement is not always trt
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2. Cyclic vs. Non-Cyclic - Cyclic code word are
those in which shifting of any valid code word isca
a valid code word. In case of non-circular codedvor
the above statement is not always true.

3. Systematic vs. Nonsystematic- Systematic codes
are those in which the actual information appears
unaltered in the encoded data and redundant kits ar
added for detection and correction of error. In-non
systematic code the actual message does not appear
in its original form in the code rather there exishe
mapping method from the data word to code word
and vice versa.

4. Block vs. convolutional -The block codes arestho

in which one block of message is transformed imto o
block of code. In this case no memory is requitad.
case of convolutional code a sequence of message is
converted into a sequence of code. Hence encoder
requires memory as present code is combination of
present and past message.

5. Binary vs. Non binary -Binary codes are thase i
which error detection and correction is done on
binary information i.e. on bits. Hence after theoer

is located, correction means only flipping the bit
found in error. In Non-binary code error detection
and corrections are done on symbols, symbols may
be binary though. Hence both the error location and
magnitude is required to correct the symbol inrerro

3. CONVOLUTION CODING

Convolutional coding is a bit-level encoding
technique. Convolutional codes are wused in
applications that require good performance with low
implementation cost. Using convolutional codes a
continuous sequence of information bits is mapped
into a continuous sequence of encoder output bits.
The encoded bits depend not only on current input
bits but also on past input bits. This mapping is
highly systematic so that decoding is possible. As
compared with the block codes, convolutional codes
have a larger coding gain.[6]

4. CONVOLUTION ENCODER

The convolutional encoder maps a continuous
information bit stream into a continuous bit stream
of encoder output. The convolutional encoder is a
finite state machine, which is a machine having
memory of past inputs and also having a finite
number of different states. The number of output

bits depends on the number of modulo 2-adders used
with the shift registers.[5]

) output 0

Exclusive OR a0
gate

input

v
Exclusive OR

gate

\% output 1

Figure 2: A convolution Encoder

4.1 Convolution Encoder parameters

Convolutional codes are commonly specified by
the three parameters, (k, m) , where

n = number of output bits

k = number of input bits and,

m = number of shift registers.[5]

Commonlyk andn parameters range from 1 to 18,
from 2 to 10, and the code rate from 1/8 to 7/8
except for deep space applications where code rates
as low as 1/100 or even longer can be employed.[4]
The convolutional codes discussed here will be
referred asr, k, m) codes. .[1]

Passing the information sequence to be transmitted
through a linear finite shift register generates a
Convolutional code. The shift register consistskof
bit stages and n linear algebraic function genesato
The contents of shift register are multiplied by
respective term in generator matrix and are then
XORed together to generate respective generator
Polynomials.[8]

4.2 Generator polynomial
Generator Polglnomial_is defined by-
0"(0)=g,"+a:"(D)+&"(D)+ ...+ (D")
Where, D = unit delay variable

m = number of stages of shift register
The encoder connections are characterized by the
term generator polynomial (g). For producing the
output bits the selection of which bits (in the
memory registers) are to be added (using modulo-g
adders) is called the generator polynomial for that
output bit. Various choices are available for
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polynomials for any m order code. It is again &tas
to find good polynomials which are normally found
by trial and error method using computer
simulations.[1][5]

4.3 Example: (2,1,3) Convolution encoder

For understanding the working of a convolutional
encoder and the forward error correction
technique,we have taken the following assumptions.

(a) We are using a (2, 1, 3) convolutional ercod
(b) A 3-bitinput sequence [1 0 1] is specifiétsb
(c) 2 generator polynomials [1 1 1] and [1 0 48 a
used.

Figure 3 is a (2, 1, 3) convolutional encoder. This
encoder is going to be used to encode the 3-bittinp
sequence [1 0 1] with the two generator polynomials
specified by the bits [1 1 1] and [1 0 1]a u
represents the input bit, and &nd \ represent the
output bits 1 and 2 respectivelyp and u-1

represent the initial state of the memory registers
which are initially set to zero.[1][4][2]

Output bit] - v;

/4R
\w;

Input bit - u;
0 (us) 0 (1) 0 (u.r)

)
L/

Qutput bit2 = v,

Figure 3: A (2,1,3) convolution encoder

4.4 State representation of convolution encoder

The convolutional encoder can use a look-up table,
otherwise called the state transition table to hi® t
encoding. The state transition table consists af fo
items:[6][7]

a) The input bit.

b) The state of the encoder, which is one of
the 4 possible states (00 01 10 11) for
the (2, 1, 3) convolutional encoder.

c) The output bits, which for the (2, 1, 3)
convolutional encoder are: 00 01 10 11,
since only two bits are output.

d) The output state which is the input state for
the next bit.

Input Bit Input State Output Bits Output State
0 00 0o 00
1 0o 11 10
0 0l 11 00
1 0l 00 10
0 10 10 01

1 10 01 11

0 11 01 01

1 11 10 11

Table 1: State transition table for the (2, 1, 3)
convolutional encoder

45 State Diagram Representation

Figure 4 : State diagram for the (2, 1, 3)

convolutional encoder [1]

5. VITERBI DECODER

Viterbi decoders work on Viterbi algorithm to deeod
the encoded data. The Viterbi decoding algorithm
was discovered and analyzed by Viterbi in 1967. The
Viterbi algorithm essentially performs maximum
likelihood decoding; however, it reduces the
computational load by taking advantage of the speci
structure in the code trellis [8] .

5.1. Viterbi Decoding Technique

The Viterbi decoder examines an entire received
sequence of a given length. The decoder computes a
metric for each path and makes a decision based on
this metric. All paths are followed until two paths
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converge on one node. When two paths enter the
same state, the one having the best metric is ohose
this path is called the surviving path. The early
rejection of the unlikely paths reduces the deagdin
Complexity[4][7][8]

5.2. Block Diagram of Viterbi Decoder

{:Phﬂﬂ i}

ACSU

— »BMU >

TBU

Figure 5 : Block diagram of Viterbi Decoder

1) Branch metric unit (BMU): From the encoder
output through the channel the BMU receives input
data and computes a metric for each state and each
input bit. BMU compares the received data bits are
compared with the expected or idel outputs and
counts the number of differing bits [8].

2) Path Metric Unit : The path metric unit includes
the Add compare and select unit. The partial path
metrics are compared by the comparator and branch
metric is selected by the selector. That means the
selector selects the smaller value.[9]

3) Add-Compare Select unit (ACSU):The Add-
Compare Select Unit (ACSU) adds the Branch
Metrics (BM) to the partial Path Metrics (PM) to
obtain new path metric. When two paths enter the
same state, it compares the new PMs and the one
having minimum metric is chosen , this path isexll
survivor path. The selection for survivor path ond

for all states. It then stores the selected PMthén

6.2 Soft decision decoding model

Path Metric Memory (PMM). The PM of the survivor
path of each state is updated and stored backheto
PMM [8].

6. SOFT DECISION VITERBI DECODING

Also referred to as the soft input Viterbi
decoding technique, this uses a path metric called
the Euclidean Distance metric, to determine the
survivor paths as we move through the trellis. The
soft decision Viterbi decoder discussed in thisorep
uses a 3-bit quantizer to quantize the received
channel data stream. A Viterbi decoder with soft
decision data inputs quantized to three or foug bit
precision can perform about 2 dB better than one
working with hard decision inputs.

6.1 Trellis explanation

Based on the example considered, of the encoded 3-
bit input stream [1 0 1] trellis are shown in the
figures[1].

The corrupted, and quantized data bit stream at the
input of the soft decision Viterbi decoder is
assumed as [3-4 -43 33 -43 -4-4].

Path Metric

10 .

N N
¥ S (46)
i) kS
re ; N
\ 5, * .4
~11 (38) -11(74) C11(59) 4

1-1(66),  1-1(74)~, 1-1(87)

L-L(12L131)e 121,121
-1 (121, 121)

. ey R
-1L(87)

4] 1 0 0

Figure 6 :Decoded sequence 10100 for the
noisy encoded bit stream 3-4 —43 33 -43 -4 -4.
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[Soft-Decision Decoding |

Bernoulli [10000x1] Convolutional [20000x1] - BPSK [20000x1]
Binary [1flooox1] ~ Encoder v
Bernoulli Random Convolutional BPSK
Binary Generator Encoder Modulator
BER Data Baseband [20000x1]
- v
t10000x7 |7 Error Rate To Workspace AWGN PR
Calculation Channel
[10000j[1] >|Rx =
Error Rate Calculation 3 105 - [20000x1]
20567006 s »| smout
Diplay To Workspacel
Soft-Output
i < BPSK 12200011
[10000x1] [20000x1] | pemodulator
Viterbi Decoder Subsystem
Figure 7 : Soft decision viterbi decoding model [9]
7. CONCLUSION [1,0,0,1,1,1,1;1,1,0,1,1,0,1]. We took code raté/of
The design of a convolutional encoder with a Viterb & m=6.
decoder that can encode a bit stream of digital 0 Plot of BER vs. Eb / No
information and outputs a code word that has a T
Capablllty to be transmltted to the desunauon and ‘AA* L le rate = 1/2 or 1/3 , m = 2 or 6, soft-decision (standard or tested) |

10

then decoded .The encoder was designed with a rate
1/2.The Viterbi decoder design had been driven in
such a way that it would calculate the decodindp pat
with the minimum metric to be passed to the decoder
output port. Convolutional encoder and Viterbi
decoder design has beesuccessfully done using
MATLAB and results obtainedn terms of BER vs

Bit Error Rate (BER)
=
o,

% a T r
SNR' 10—5§ | | | | | | | | |
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9. RESULTS

We have calculated BER for Eb/No = 2 to 7 & found
simulated result using MATLAB14a. We have taken
4 input bits 1000 & generator polynomials
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Viterbi decoder performance over AWGN channel for BPSK modulated symbols
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Figure 9 : BER vs Eb/No (SNR) for 4-bit input
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